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Abstract

We investigate the crystal growth process of an InAs–GaAs binary semiconductor by the Travelling Liquidus-Zone

(TLZ) method numerically and discuss the possibility of growing a bulk In0:3Ga0:7As crystal. First, we explain this new

crystal growth technique and then develop a numerical model and calculation method of the growth of binary crystals,

by which the flow field in the solution, the temperature and concentration fields in both the solution and crystals, and

the shape and movement of the crystal–solution interfaces are determined. We focus, in particular, on the effect of the

solution zone width on the crystal growth process and the generation of supercooling in the solution in order to grow

In0:3Ga0:7As. We find that a uniform In0:3Ga0:7As can be grown by the TLZ method under 1 lg conditions by adjusting
the solution zone width and the temperature gradient in the solution at appropriate values, in which case buoyancy

convection and supercooling induced in the solution are remarkably reduced.

� 2004 Elsevier Ltd. All rights reserved.
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1. Introduction

It is believed that convection induced in the melt or

solution lowers the quality of grown crystals or causes

polycrystallisation during the crystal growth process.

Therefore, microgravity experiments of crystal growth

have been carried out in recent years using drop towers,

aircraft, rockets, space shuttles and satellites in order to

reduce buoyancy convection and grow high quality

crystals [1–7]. Now, the International Space Station is
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expected to come into operation in 2005 so that crystal

growth experiments can be carried out under better

conditions; that is, the long duration of low residual

gravity conditions (�1 lg) is available.
Growing single crystals of uniform compositions of

multi-component materials is very difficult compared to

that of single-component materials since the shape and

movement of the crystal–solution interfaces are deter-

mined by the concentration field in addition to the

velocity and temperature fields. The interfacial temper-

ature and concentration of the solute vary along the

crystal–solution interfaces. Note that the interfacial

temperature is the melting temperature and therefore is

constant along the interfaces in the case of single-com-

ponent crystals. We have studied the growth process of

an InAs–GaAs binary crystal numerically and found

that it is very difficult to grow a crystal of uniform
ed.

mail to: trmkw@eng.toyo.ac.jp,


Nomenclature

C concentration (Fig. 2)

D diffusion coefficient

F position of the crystal–solution interface

(Fig. 3)

F � nondimensional position of the crystal–

solution interface (Fig. 3)

g gravitational acceleration

ki unit vector in the antigravitational direction

L depth of the solution layer (Fig. 3)

p pressure

P nondimensional pressure (Eq. (2))

Pr Prandtl number (Eq. (7))

q0 maximum value of the heat flux from the

heater (Fig. 3)

RaT Rayleigh number based on the temperature

difference (Eq. (7))

RaC Rayleigh number based on the concentra-

tion difference (Eq. (7))

S degree of supercooling (Eq. (17))

Sc Schmidt number (Eq. (7))

Sf Stefan number (Eq. (13))

t time

T temperature

ui velocity

Ui nondimensional velocity

xi coordinate

Xi nondimensional coordinate

Greek symbols

b temperature coefficient of volume expansion

c concentration coefficient of volume expan-

sion

j thermal diffusivity

k thermal conductivity

m kinematic viscosity

q0 density

s nondimensional time

Subscripts

f melting point of InAs (Fig. 2)

L liquid phase

S solid phase
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compositions by the Bridgman method even under 1 lg
conditions because of the high Schmidt number, which is

caused by the low diffusion coefficient of the solute [8].

Since the Prandtl number of semiconductor solutions is

very low, the temperature field is not seriously deformed

by convection, whereas the concentration field is very

sensitive to convection and is deformed easily by it due

to the high Schmidt number. As a result, the crystal

interfaces are deformed as the crystal growth proceeds.

There is another important factor, which makes the

growth of multi-component crystals difficult; that is,

supercooling induced in the solution during the crystal

growth process. Even under microgravity conditions,

supercooling occurs in the solution due to the high

Schmidt number [9].

In this paper, we focus on the growth of a uniform

binary single In0:3Ga0:7As crystal under 1 lg conditions

from a macroscopic point of view based on continuum

thermofluid dynamics coupled with first-order phase

transition. There are two main reasons for choosing an

In0:3Ga0:7As crystal: (a) In0:3Ga0:7As is a promising

material as a substrate of a laser diode with a wave-

length of 1.3 lm [10]; and (b) the gap between the

liquidus and solidus curves of In0:3Ga0:7As is widest

among pseudo-binary crystals [10]. Therefore, the

growth technique developed in this study can be applied

to any other pseudo-binary crystals, in general. Having

found that it is extremely difficult to grow an In-

Ga0:7As crystal by the Bridgman method [8], we employ
a new crystal growth method named the Travelling

Liquidus-Zone (TLZ) method [11,12]. We review the

TLZ method briefly in Section 2. We introduce a

numerical model of crystal growth by the TLZ method

and explain the numerical procedure in Section 3. We

show the result of the calculation and discuss the pos-

sibilities of growing a uniform single In0:3Ga0:7As crystal

by the TLZ method under 1 lg conditions. In the final

section, we summarise the results obtained in this study.
2. Travelling Liquidus-Zone method

As we mentioned, the concentration field and the

crystal–solution interfaces are seriously deformed and

an In0:3Ga0:7As crystal of uniform compositions cannot

be grown even under 1 lg conditions if In0:3Ga0:7As

crystals are grown by the Bridgman method due to the

high Schmidt number. To improve this situation, Ki-

noshita et al. [11,12] proposed a new crystal growth

method called the Travelling Liquidus-Zone (TLZ)

method. We summarise the basic idea of crystal growth

by the TLZ method in the following (see also Fig. 1): A

solution is sandwiched between the seed and feed crys-

tals. The difference between the TLZ method and the

ordinary zone melting method is that the temperature

and solute concentration gradients are kept constant in

the solution in the growth direction during the growth

process in the case of the TLZ method (Fig. 1), whereas



Fig. 1. Travelling Liquidus-Zone method. A linear concentra-

tion distribution is established in the solution and crystal grows

naturally following Eq. (1). Therefore, if the heater is moved at

the spontaneous crystal growth rate, a crystal of uniform

compositions can be grown.
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the initial concentration is usually constant in the seed

and feed crystals and the solution in the case of the zone

melting method. If there is no convection, the linear

temperature and concentration distributions can be

maintained in the solution, and crystal grows sponta-

neously in the case of the TLZ method. The linear

temperature and concentration distributions in the solu-

tion coincide very closely with the liquidus curve on the

phase diagram if the temperature difference between the

two interfaces is small (see Fig. 2 for the phase diagram

of the InAs–GaAs binary system [4]). That is why this

crystal growth method is called the Travelling Liquidus-

Zone method. However, supercooling always occurs in

this case since the liquidus curve is, in fact, slightly

convex (Fig. 2). Therefore, reducing the degree of su-

percooling in the solution is very important in the case

of the TLZ method. The temperatures and solute con-
Fig. 2. Pseudo-binary phase diagram of InAs–GaAs.
centrations at the crystal–solution interfaces and the

movement of the interfaces are determined by the heat

and mass balance at the interfaces and the liquidus and

solidus curves. The growth rate can be estimated as

follows in the case of one-dimensional diffusion limited

growth by the TLZ method [11,12]:

m ¼ D
ðCS � CLÞ

oC
oT

� �
Liquidus

oT
ox

� �
; ð1Þ

where m is the growth rate of the seed crystal; D, the
diffusion coefficient of the solute in the solvent; CL, the

saturation concentration of the solute at the solution

side of the crystal solution interface; CS, the saturation

concentration at the crystal side of the interface;

ðoC=oT ÞLiquidus, the slope of the liquidus curve at the

interfacial temperature, and ðoT=oxÞ, the temperature

gradient at the crystal–solution interface. The solute

concentration decreases as crystal grows if the heater is

not moved since the temperature at the seed crystal–

solution interface rises with the movement of the inter-

face. Therefore, if the heater is moved at the speed of the

crystal growth rate m, the interfacial temperatures and

concentrations can be kept constant at the crystal–

solution interfaces during the crystal growth process. In

other words, a crystal of uniform compositions can be

grown. However, the temperature and concentration

fields may be disturbed by convection even under 1 lg
conditions. Therefore, we investigate the effect of con-

vection on the crystal growth process by the TLZ

method and estimate the optimal conditions for the

production of uniform binary crystals in microgravity.
3. Numerical modelling and calculation method

In this section, we develop a numerical model of

crystal growth by the TLZ method and introduce the

governing equations of the growth of binary crystals. An

outline of the numerical model of InAs–GaAs crystal

growth is shown in Fig. 3. The calculation area is di-

vided into three regions: seed crystal, solution and feed

crystal. The solution and the crystals are placed hori-

zontally (u ¼ 90�) and the heat flux is applied externally
as shown in Fig. 3, which is based on the heater of the

crystal growth experimental system of the Japanese

experimental module (JEM) in the International Space

Station. The top, bottom and left-hand side surfaces are

heated and the right-hand side surface is cooled. The

total amount of the heat input is equal to that of the heat

output. The heaters move to the left so that the seed

crystal grows in the �x1 direction. The feed crystal–

solution interface and the seed crystal–solution interface

are, respectively, expressed by the following equations:

x1 ¼ F1ðx2; tÞ and x1 ¼ F2ðx2; tÞ. F1 and F2 are determined
by the heat and mass balance at the interfaces and the



Fig. 3. Outline of a crystal growth model of a binary InAs–GaAs semiconductor. A solution is sandwiched between seed and feed

crystals. Heat flux is given externally from the top and bottom surfaces and the left-hand side wall. Heat is removed from the right-

hand side wall. The velocity, temperature and concentration fields and the shape and movement of the interfaces are calculated

numerically.
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liquidus and solidus curves on the phase diagram (see

Section 3.3).

The coordinate xi, time t, pressure p, velocity ui and
temperature T are nondimensionalised as follows:

Xi �
Xi

L
; s � t

L2=mL
; Ui �

ui
mL=L

;

P � p
q0m

2
L=L2

; h � T � Tf
q0L=kL

; ð2Þ

where L, m, q0, q0 and k are, respectively, the depth of

the solution layer, the kinematic viscosity, the density,

the maximum value of the heat flux (see Fig. 3) and the

thermal conductivity. Subscripts L, S and f represent

liquid, solid and the melting point of InAs. Note that the

concentration of InAs is already nondimensionalised

(see Fig. 2). The nondimensional governing equations

are given in the following:

3.1. Governing equations in solution

The Boussinesq approximation being employed for

the density change, the continuity equation, the momen-

tum equation, the energy equation and the transport

equation of the solute are introduced as follows:

Continuity equation:

oUi

oXi
¼ 0: ð3Þ

Momentum equation:

oUi

os
þ Uj

oUi

oXj
¼ � oP

oXi
þ o2Ui

oXj oXj
þ RaT

Pr
hLki �

RaC

Sc
CLki;

ð4Þ
where the buoyancy forces caused by both the temper-

ature and concentration differences are taken into ac-

count and ki is the unit vector in the antigravitational

direction. In the case of the InAs–GaAs system, the

density increases with a decrease in temperature and

with an increase in the concentration of InAs.

Energy equation:

ohL
os

þ Uj
ohL
oXj

¼ 1

Pr
o2hL
oXjoXj

ð5Þ

Transport equation of concentration of InAs:

oCL

os
þ Uj

oCL

oXj
¼ 1

Sc
o2CL

oXj oXj
: ð6Þ

We do not take into account the Sor�et effect in this study
since it has very little effect on the crystal growth process

in the case of the InAs–GaAs system [8]. RaT ;RaC ; Pr
and Sc are, respectively, the Rayleigh number based on

the temperature difference, the Rayleigh number based

on the concentration difference, the Prandtl number and

the Schmidt number:

RaT � bgq0L4

kLjLmL
; RaC � cgDCL3

DLmL
; Pr � mL

jL

; Sc � mL
DL

;

ð7Þ
where b, g, jL, c and DL are, respectively, the tempera-

ture coefficient of volume expansion, the gravitational

acceleration, the thermal diffusivity, the concentration

coefficient of volume expansion and the diffusion coef-

ficient of the solute.

3.2. Governing equations in seed and feed crystals

The governing equations in the crystals are the heat

conduction and diffusion equations.
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Heat conduction equation:

ohS
os

þ KSL

Pr
o2hS

oXj oXj
: ð8Þ

Diffusion equation:

oCS

os
þ DSL

Sc
o2CS

oXj oXj
: ð9Þ

KSL is the ratio of the thermal diffusivity of the crystal to

that of the solution and DSL is the ratio of the diffusion

coefficient in the crystal to that in the solution:

KSL � jS

jL

; DSL � DS

DL

: ð10Þ
3.3. Solution–crystal interfaces

The temperature and concentration at the crystal–

solution interfaces and the positions of the interfaces are

determined by the heat and mass balance at the inter-

faces and the liquidus and solidus curves on the phase

diagram. The phase diagram of the InAs–GaAs binary

system is shown in Fig. 2.

Heat balance at the interfaces:

oF �
i

os
¼ Sf

Pr

�
	 ohL

oX1

�
� oF �

i

oX2

ohL
oX2

�


 GSL

ohS
oX1

�
� oF �

i

oX2

ohS
oX2

��
: ð11Þ

Mass balance at the interfaces:

ðCL � CSÞ
oF �

i

os
¼ 1

Sc

¼
�
� oCL

oX1

�
� oF �

i

oX2

oCL

oX2

�

þ DSL

oCS

oX1

�
� oF �

i

oX2

oCS

oX2

��
: ð12Þ

Here, F �
i is the interfacial position nondimensionalised

by L, and i (¼ 1, 2) corresponds to interfaces 1 and 2 (see

Fig. 3). Double signs, 	 and 
, correspond to i ¼ 1 and

2. GSL is the ratio of the thermal conductivity of the

crystal to that of the solution, and Sf is the Stefan

number:

GSL � kS
kL

; Sf � q0L
q0LSLjL

; ð13Þ

where LSL is the latent heat per unit mass.

The temperature and concentration are not inde-

pendent at the crystal–solution interfaces. The relations

between the temperature and the concentration are

given by the liquidus and solidus curves on the phase

diagram. The temperature changes continuously at the

interfaces; that is, hL ¼ hS at X1 ¼ F �
1 and F �

2 whereas
concentration CL is different from CS at the interfaces.

Since oF �
i =os is common in Eqs. (11) and (12), the right-

hand side of Eq. (11) is equal to the right-hand side of

Eq. (12) divided by ðCL � CSÞ. Therefore, the tempera-
tures at the interfaces can be calculated. The interfacial

temperatures having been determined, the concentra-

tions at the interfaces are obtained via the liquidus and

solidus curves and the positions of the interfaces F �
i are

calculated by Eq. (11). In this study, the relations be-

tween the concentrations and temperatures along the

liquidus and solidus curves are approximated by poly-

nomial functions of the fifth order. Here, we do not take

into account the interfacial energy of the crystal–solu-

tion interfaces, that is, the Gibbs–Thompson effect

[8,13], which has a crucial effect when the radius of the

interfacial curvature is very small.

3.4. Numerical method and procedure

Since the crystal–solution interfaces move and the

interfacial shapes change during the crystal growth

process, we employ the boundary fit method to solve

the governing equations efficiently [14]. The governing

equations are transformed introducing the following

new coordinates in the three regions:

Feed crystal:

n � X1

F �
1 ðX2; sÞ

; ð14Þ

where F �
i is the position of the feed crystal–solution

interface (see Fig. 3).

Solution:

g � X1 � F �
1 ðX2; sÞ

F �
2 ðX2; sÞ � F �

1 ðX2; sÞ
; ð15Þ

where F �
2 is the position of the seed crystal–solution

interface (Fig. 3).

Seed crystal:

f � X1 � F �
2 ðX2; sÞ

A� F �
2 ðX2; sÞ

ð16Þ

where A is the aspect ratio of the system, that is, the ratio

of the width of the whole system to the depth of the

crystals and solution (Fig. 3). The above coordinates are

normalised as 06 n; g; f6 1. The transformed governing

equations are solved by the finite difference method. The

time and spatial differentials are approximated by the

first-order explicit formula and the second-order central

formula, respectively.

Let us summarise the calculation procedure:

(1) The feed crystal–solution and seed crystal–

solution interfaces are planar initially. The initial



Table 1

Physical properties, system dimensions and growth conditions

Kinematic viscosity [m2 s�1] mL 1.5· 10�7
Density [kgm�3] q0 5.9· 103
Thermal conductivity of solution

[Wm�1 K�1]

kL 3.0

Thermal conductivity of crystal

[Wm�1 K�1]

kS 1.2

Temperature coefficient of volume

expansion [K�1]

b 9.34· 10�5

Concentration coefficient of volume

expansion [–]

c 1.4· 10�1

Thermal diffusivity of solution

[m2 s�1]

jL 1.1· 10�5

Thermal diffusivity of crystal [m2 s�1] jS 3.0· 10�6
Diffusion coefficient of In in solution

[m2 s�1]

DL 1.5· 10�8

Diffusion coefficient of In in crystal

[m2 s�1]

DS 1.0· 10�11

Latent heat [J kg�1] LSL 5.0· 105
Depth of solution and crystal [mm] L 10, 20

Width of solution and crystal [mm] W 120

Maximum heat flux [kWm�2] q0 1.0

Heater speed [mmh�1] mh 0.2, 0.4
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concentration of InAs in the seed crystal is 0.3,

which is our target value, and that in the feed crys-

tal is set at a constant value, which depends on the

initial temperature gradient in the solution and the

initial solution zone width. The concentrations at

the solution sides of the interfaces are determined

by the liquidus curve on the phase diagram. The

concentration is linearly distributed in the solution

and linear temperature distributions are given along

the solution and crystals initially. Note that the

temperatures at the interfaces are set at the equilib-

rium values corresponding to the interfacial concen-

trations.

(2) We start heating and cooling the system externally

as shown in Fig. 3. Note that the Rayleigh number

is defined using q0, which is the maximum value of

the heat flux from the heater (see Fig. 3).

(3) We solve the governing equations (3)–(6), (8) and (9)

to obtain the velocity, temperature and concentra-

tion fields in the solution, and seed and feed crystals.

(4) The interfacial temperature and concentration are

determined by the heat and mass balance equations

and the liquidus and solidus curves on the phase dia-

gram (see Section 3.3).

(5) The interfacial temperature having been determined,

the time derivatives of the crystal–solution interfaces

are calculated by Eq. (11) and therefore the new

positions of the interfaces are obtained. Using the

new interfacial temperatures and concentrations

and the new interfacial positions, procedures (3)–

(5) are repeated.

The nondimensional parameters are estimated based

on the physical properties of InAs and GaAs [15,16].

The residual gravity is 1 lg (¼ 10�6g). The depth of the

solution and crystals is 10 mm; the aspect ratio of

the system, A, is set at 12; and the initial position of the

seed crystal–solution interface, F �
2 , is set at X1 ¼ 10.

The initial position of the feed crystal–solution inter-

face, F �
1 , is changed depending on the initial width of

the solution zone. The maximum heat flux q0, is 1.0

kWm�2. The initial temperature gradient in the solu-

tion is 10 or 20 K/cm. The heater speed is set at 0.2 or

0.4 mmh�1, which are the growth rates corresponding

to the temperature gradients in the solution; 10 or 20

K/cm, in the case of the one-dimensional diffusion

limited crystal growth (see Eq. (1)). The physical

properties, system dimensions and growth conditions

are summarised in Table 1.

The governing equations were converted introducing

the vorticity and stream function. The whole calculation

space is divided by 123 · 31, 163 · 41 and 203· 51 finite

difference grids and the maximum differences in the

stream function, temperature, concentration and posi-

tions of the interfaces caused by the differences in the

number of the grid points were within 2%. The results
shown in the following section are based on the calcu-

lations using 163· 41 grid points.
4. Result and discussion

We investigate the effect of the initial zone width of

the solution on the crystal growth process. The time

variations of the maximum velocity of convection in-

duced in the solution under 1 lg conditions are shown in
Fig. 4(a), where the depth of the solution is 10 mm and

the zone width is changed from 10 to 60 mm, and the

maximum velocity under 1 g conditions is shown in Fig.

4(b) for comparison, where the depth and width of the

solution are 10 mm. The maximum velocity induced in

the solution, the depth and width of which are, respec-

tively, 20 and 40 mm, under 1 lg conditions is also

shown in Fig. 4(c). In all of the above cases (Fig. 4(a)–

(c)), the initial temperature gradient in the solution is

10 K/cm. As the solution zone width increases, the

maximum velocity increases (Fig. 4(a)). The maximum

velocity under 1 lg conditions is less than 1 lm/s when
the depth of the solution is 10 mm (Fig. 4(a)), whereas

the order of the maximum velocity under 1 g condi-

tions is several mm/s (Fig. 4(b)). Velocity in the solution

is reduced remarkably under 1 lg conditions. When

crystals are grown in the horizontal direction under

terrestrial gravitational conditions, strong buoyancy

convection is driven in the solution even if the width of

the solution is as narrow as 10 mm. If the depth of the

solution is increased to 20 mm under 1 lg conditions,



Fig. 4. Time variations of maximum velocity in the solution.

The temperature gradient in the solution is 10 K/cm. (a) The

depth of the solution is 10 mm. The residual gravity is 1 lg.
––: the solution zone width is 10 mm; - - - -: 20 mm; – - – -:

40 mm; – - - –: 60 mm. (b) The depth of the solution is 10 mm. A

terrestrial gravitational acceleration of 1 g is applied. (c) The

depth of the solution is 20 mm and the solution zone width is 40

mm. The residual gravity is 1 lg.
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the maximum velocity increases up to approximately

3 lm/s (Fig. 4(c)). The larger the crystal size is, the

stronger becomes buoyancy convection.

Snapshots of the streamlines, isotherms, isoconcen-

tration lines and the shapes of the interfaces are shown

in Fig. 5. The initial temperature gradient in the solution

is 10 K/cm. The concentration and temperature fields

and the shape of the seed crystal–solution interface are

hardly deformed and the concentration distribution in

the solution in the growth direction is almost linear,

which is very suitable for crystal growth by the TLZ

method, when the depth and width of the solution is 10

mm (Fig. 5(a)), while the concentration field becomes

slightly asymmetric and the concentration is not linearly

distributed in the solution any more when the width of

the solution is 40 mm, in which case the concentration of
the solute in the grown crystal cannot be constant (Fig.

5(b)). If crystal is grown under 1 g conditions, on the

other hand, the temperature and concentration fields are

seriously disturbed by buoyancy convection and there-

fore the initial concentration gradient cannot be main-

tained at all (Fig. 5(c)). It is quite remarkable that even

under 1 lg conditions, when the depth is increased to 20
mm, the concentration field is deformed and the initial

concentration gradient cannot be maintained in the

solution (see Fig. 5(d)).

The dependence of the steady-state crystal growth

rate at the centre of the seed crystal solution interface on

the initial solution zone width is shown in Fig. 6, where

the depth of the solution is 10 mm, the initial tempera-

ture gradient in the solution is 10 K/cm and the growth

rate under 0 g conditions is also shown for comparison.

The growth rate increases with the zone width and the

growth rate at the centre under 1 lg conditions is almost
the same as that under 0 g conditions, although the

shape of the interface is not completely symmetric under

1 lg conditions (see also Fig. 7). Due to the input heat

flux distributions and the heat release from the right-

hand side wall, the temperature and concentration are

not completely linearly distributed in the solution and

the temperature and concentration gradients at the

solution side of the seed crystal–solution interface be-

come greater as the solution becomes wider, which ac-

counts for the increase in the crystal growth rate. If the

temperature and concentration gradients were main-

tained at the initial values in the solution, the crystal

growth rate would be constant irrespective of the zone

width (see Eq. (1)). Note that the crystal growth rate

under 1 g conditions is increased to 0.8 mmh�1 and the

rate under 1 lg conditions when the depth of the solu-

tion is 20 mm is 0.56 mmh�1. In both cases, the crystal

growth rate is much higher than that in the one-

dimensional diffusion limited case.

The time variations of the seed crystal–solution

interface are shown in Fig. 7. The crystal growth rate

increases and the growth rate at the upper part of the

crystal becomes higher than that at the lower part as the

zone width increases since buoyancy convection is

intensified and the amount of the solute transported

towards the crystal increases with the increase in the

zone width (Fig. 7(a)–(c)). In the case of crystal growth

under 1 g conditions, the shape of the crystal–solution

interface is seriously deformed (Fig. 7(d)). Even when

crystal is grown under 1 lg conditions, the crystal–

solution interface is deformed if the depth of the solu-

tion is 20 mm (Fig. 7(e)).

The distributions of the solute concentration along

the centre of the grown crystals under 1 lg conditions

are shown in Fig. 8, where the depth of the solution is 10

mm and the initial temperature gradient in the solution

is 10 K/cm. The concentration decreases as crystal grows

when the initial solution zone width is 20 mm (Fig. 8(a)),



CL;sat

4542 T. Maekawa et al. / International Journal of Heat and Mass Transfer 47 (2004) 4535–4546
while it increases when the zone width is 5 mm (Fig. 8(c).

Note that melt-back occurs in the early stage.). In the

present case, the solution zone width should be 10 mm

for the growth of crystals of uniform compositions (Fig.

8(b)). The distribution of the InAs concentration in

the grown crystal is altered dramatically depending on

the initial solution zone width. However, even when the

initial solution zone width is 10 mm, the concentration

in the grown crystal decreases as crystal grows if the
Fig. 5. Streamlines, isotherms, isoconcentration lines and shapes of th

the solution is 10 K/cm. (a) The depth and initial zone width of

RaC ¼ 6:10� 102; s ¼ 10. (b) The depth and initial zone width of t

RaT ¼ 1:85� 10�3; RaC ¼ 6:10� 102; s ¼ 10. (c) The depth and in

RaT ¼ 1:85� 103; RaC ¼ 6:10� 108; s ¼ 5. (d) The depth and initial zo

applied. RaT ¼ 2:96� 10�2; RaC ¼ 4:88� 103; s ¼ 5.
temperature gradient in the solution is 20 K/cm (see Fig.

9).

Finally, we check the effect of the initial solution zone

width on the degree of supercooling induced in the

solution. The degree of supercooling is defined as fol-

lows:

S � CL � CL;sat ð17Þ
e crystal–solution interfaces. The initial temperature gradient in

the solution are 10 mm. 1 lg is applied. RaT ¼ 1:85� 10�3;

he solution are, respectively, 10 and 40 mm. 1 lg is applied.

itial zone width of the solution are 10 mm. 1 g is applied.

ne width of the solution are, respectively, 20 and 40 mm. 1 lg is
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where CL is the local concentration in the solution and

CL;sat is the saturation concentration corresponding to

the local temperature (see the liquidus curve on the

phase diagram (Fig. 2)). The area where S is negative is

supercooled. The dependence of the maximum value of

the degree of supercooling, jSjmax, on the initial solution

zone width is shown in Fig. 10, where the depth of the

solution is 10 mm and the initial temperature gradient in

the solution is 10 K/cm. In the case of the TLZ method,

supercooling is induced in the solution in general (see
also Fig. 2), but it can be reduced by reducing the

solution zone width.

In summary, we investigated the crystal growth

process of an InAs–GaAs semiconductor numerically

and found that it is quite possible to grow a high quality

In0:3Ga0:7As crystal by the TLZ method by setting the

initial solution zone width and the temperature gradient

in the solution at appropriate values so that buoyancy

convection and the degree of supercooling are reduced

and the solute concentration becomes constant in the



Fig. 6. Steady-state crystal growth rate at the centre of the seed

crystal–solution interface. The depth of the solution is 10 mm

and the initial temperature gradient in the solution is 10 K/cm.

h: 0 g; m: 1 lg.
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grown crystal. We set the initial temperature gradient in

the solution at 10 K/cm in this study. If the temperature

gradient is higher than 10 K/cm, buoyancy convection

becomes stronger and the degree of supercooling be-

comes higher. We should reduce the temperature gra-

dient in the solution so that both buoyancy convection

and supercooling are reduced, but if the temperature

gradient is lower than 10 K/cm, the heater speed should

be very slow and the control of the interfacial temper-

atures becomes very difficult. We, therefore, propose the

following conditions for the growth of an In0:3Ga0:7As of

10 mm in size from a practical point of view: the tem-

perature gradient in the solution, 10 K/cm; the solution

zone width, 10 mm; the heater speed, 0.2 mmh�1.

However, as we have shown, it is still difficult to grow

larger binary crystals of uniform compositions even

under 1 lg conditions. We need other innovative ideas

to overcome this problem.
Fig. 7. Time variations of the seed crystal–solution interface.

The initial temperature gradient in the solution is 10 K/cm. (a)

The depth and initial zone width of the solution are 10 mm. 1 lg
is applied. (b) The depth and initial zone width are 10 and 20

mm. 1 lg is applied. (c) The depth and initial zone width are 10
and 40 mm. 1 lg is applied. (d) The depth and initial zone width
are 10 mm. 1 g is applied. (e) The depth and initial zone width

are 20 and 40 mm. 1 lg is applied.
5. Conclusions

We investigated the possibility of growing an In-

Ga0:7As crystal by the Travelling Liquidus-Zone (TLZ)

method under 1 lg conditions numerically. We devel-

oped a numerical model of growth of a binary InAs–

GaAs crystal and a numerical method based on the finite

difference and boundary fit methods. We have obtained

the following results through the numerical analysis: (a)

Convection is reduced by reducing the solution depth
and the solution zone width under microgravity condi-

tions. The maximum velocity of convection induced in



Fig. 8. Distributions of the solute concentration along the

centre of the grown crystal. The depth of the solution is 10 mm

and the initial temperature gradient in the solution is 10 K/cm.

1 lg is applied. (a) The initial zone width is 20 mm, s ¼ 3; (b) 10

mm, s ¼ 7; (c) 5 mm, s ¼ 7.

Fig. 9. Distributions of the solute concentration along the

centre of the grown crystal. The depth and the zone width of the

solution are 10 mm. 1 lg is applied. s ¼ 3. (a) The initial

temperature gradient in the solution is 10 K/cm; (b) 20 K/cm.

Fig. 10. Dependence of the degree of supercooling on the initial

solution zone width. The depth of the solution is 10 mm. The

initial temperature gradient in the solution is 10 K/cm. 1 lg is

applied.
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the solution is less than 1 lm/s when the solution depth

is 10 mm under 1 lg conditions. (b) The temperature

and concentration fields and the shape of the crystal

interfaces are not seriously deformed when the depth

and width of the solution are 10 mm. However, as the

solution zone width increases, the shape of the crystal

interface becomes asymmetric. (c) The crystal growth

rate under 1 lg conditions is more or less the same as

that under 0 g conditions. (d) The distribution of the

solute concentration in the grown crystal is changed by

the initial solution zone width and the initial tempera-

ture gradient in the solution. (e) Supercooling generated

in the solution is reduced by reducing the solution zone

width.

In summary, a uniform In0:3Ga0:7As crystal of 10 mm

in size can be grown by the TLZ method under 1 lg
conditions by setting the initial solution zone width and

the temperature gradient in the solution at 10 mm and

10 K/cm, respectively, in which case buoyancy convec-

tion and supercooling are greatly reduced and the con-

centration of InAs in the grown crystal becomes

constant.
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